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Mesh2HRTF 1.x is an open-source and fully scriptable end-to-end pipeline for the numerical
calculation of head-related transfer functions (HRTFs). The calculations are based on 3D
meshes of listener’s body parts such as the head, pinna, and torso. The numerical core of
Mesh2HRTF is written in C++ and employs the boundary-element method for solving the
Helmholtz equation. It is accelerated by a multilevel fast multipole method and can easily
be parallelized to further speed up the computations. The recently refactored framework of
Mesh2HRTF 1.x contains tools for preparing the meshes as well as specific post-processing
and inspection of the calculated HRTFs. The resulting HRTFs are saved in the spatially oriented
format for acoustics being directly applicable in virtual and augmented reality applications
and psychoacoustic research. The Mesh2HRTF 1.x code is automatically tested to assure high
quality and reliability. A comprehensive online documentation enables easy access for users
without in-depth knowledge of acoustic simulations.

0 INTRODUCTION

Head-related transfer functions (HRTFs) capture the
sound transmission from a free-field point source to the
left and right (blocked) ear canal entrances [1]. They con-
tain interaural and monaural cues that are exploited by the
human auditory system to derive an auditory representation
of the surrounding 3D space [2, 3]. In virtual and mixed-
reality scenarios, they form the basis for rendering 3D sound
through a filtering of anechoic audio signals with HRTFs.

Because interaural and monaural cues arise from the indi-
vidual shape of the listener’s ears, head, and torso, HRTFs
differ substantially between listeners. As a consequence,
individual HRTFs are required for authentic 3D audio ren-
dering, and using non-individual HRTFs potentially reduces
sound-localization performance (especially for source ele-
vation, [4—7]) and introduces an unnatural coloration among
other artifacts [8]. These artifacts are at least partially mit-
igated in interactive and audio-visual virtual and mixed
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reality [9, Chapter 5.4.1]. Different individualization ap-
proaches are available and two promising possibilities are
to calculate the HRTFs from 3D meshes of the head or to
estimate the HRTF based pictures or anthropometric fea-
tures of listeners ears and heads using deep learning [10,
11].

Various applications and numerical methods are avail-
able to calculate acoustical transfer functions by solving the
3D wave equation or the Helmholtz equation [12, 13]. Com-
mercial solutions include COMSOL [14], FastBEMAcous-
tics [15], and Ansys [16], and open-source software pack-
ages include AcouSTO [17], FreeFEM [18], Bempp [19],
OpenBEM [20, 21], and ParallelFDTD [22, 23] among oth-
ers. Commercial solutions are not accessible to everyone,
and open-source solutions often have restrictions regarding
their performance, richness of features, or usability.

In this article, Mesh2HRTF 1.x—an open-source
pipeline for the numerical calculation of HRTFs—is in-
troduced. The pipeline, with the overview shown in Fig. 1,
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Pre-Processing
Section 1: Mesh2Input

- Import, clean, and grade 3D mesh
- Define sound sources on the mesh
- Define and assign materials

- Define and select evaluation grids

- Create the project folder

AV

Numerical Calculation
Section 2: NumCalc
- Calculate sound pressure

- Calculate sound pressure -
on the evaluation grid

- Save the output in the project folder
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Post-Processing
Section 3: Output2HRTF

- Read output from the project folder
- Reference the HRTFs

- Convert HRTFs to HRIRs

- Merge left and right ear HRTFs

- Save HRTFs to SOFA files

- Inspect HRTFs

AV AV

Scripting (A ) and Testing (V) - Section 5

Fig. 1. Overview of the Mesh2HRTF pipeline for calculating HRTFs. Left: Mesh2Input, based on a mesh, it creates input for the
numerical calculations. Center: NumCalc, processes the input to output. Right: Output2HRTF, processes the numerical output to HRTFs.
Each section reflects a corresponding directory in the Mesh2HRTF package.

includes fully scriptable tools for preparing 3D meshes for
the numerical calculations, performing the calculations, as
well as processing and inspecting the results. The final
HRTFs are provided in the widely supported SOFA files
[24, 25], to be used in extended-reality and other binaural-
ized audio applications.

Mesh2HRTF was originally developed as versions 0.x at
the Acoustics Research Institute of the Austrian Academy
of Sciences (OAW) with a focus on using existing open-
source software to build a flexible yet convenient pipeline
[26]. It has been recently refactored as Mesh2HRTF 1.x and
is now maintained by the Audio Communication Group of
the Technical University of Berlin and the OAW. In the fol-
lowing, the Mesh2HRTF 1.x pipeline is detailed using the
example of separately calculating left and right ear HRTFs
based on a 3D head mesh. The authors aim at providing a
good understanding of Mesh2HRTF as a whole and provide
a good basis for novice users before getting more involved
with the online tutorials [27].

Note that Mesh2HRTF 1.x was developed for two envi-
ronments, MATLAB and Python. Although the degree of
functionality for these individual environments depends on
the state of development, the names of the functions across
these environments are the same. In this article, these func-
tions are thus referred to without the environment-specific
extension.

1 MESH2INPUT: MESH PRE-PROCESSING AND
INPUT PREPARATION

Before HRTFs can be calculated, the input data for the
numerical calculation needs to be prepared. This includes
the 3D mesh of the listener, the evaluation grid, i.e., the
positions at which the HRTF will later be calculated, and
optional material files to specify acoustic boundary condi-
tions that can be applied to parts of the 3D mesh. These
preparations are supported by the Mesh2HRTF functional-
ity stored in the directory Mesh2Input.

1.1 The Mesh

The starting point of the Mesh2HRTF chain is a 3D
mesh of the scatterer’s surface, i.e., a discrete description
of the individuals head (and torso) geometry using triangles
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or plane quadrilaterals. The mesh must meet a number of
requirements to be suitable for the numerical calculations.
It must be water tight (i.e., a closed mesh without holes),
have neither duplicate vertices, nor intersecting faces, nor
faces with an area of zero, and have all normals facing
outward, i.e., the vertices of each element must be listed in
counter-clockwise order. Many free software tools such as
Blender [28], MeshLab [29, 30], and Meshmixer [31] offer
functionality to check and comply with these requirements.
Violation of these requirements can cause severe errors in
the calculated HRTFs and it is up to the user to check the
results for plausibility.

For a proper numerical accuracy, the boundary-element
method (BEM) requires as regular triangles or plane quadri-
laterals as possible, as similar edge length as possible,
and edge lengths to be at least six times smaller than the
simulated wave length [32]. For example, maximum edge
lengths of approximately 2.6 mm are required for simulat-
ing HRTFs up to 22 kHz (assuming a speed of sound of 343
m/s). However, the pinna geometry must be sampled with
an error of less than 1 mm, which requires edge lengths in
the range of 1—2 mm depending on the local curvature of
the mesh [33, 34, 26]. Numerical experiments have shown
that the accuracy of the calculations may suffer if very fine
meshes are used at low frequencies [35], but edge lengths
in the range of 1—2 mm work well across the frequency
range from 100 Hz—20 kHz in the authors’ experience.

Additionally, thin structures pose a challenge for the nu-
merical calculation and might require specialized methods
[36, 37]. They occur at the folds of the outer ear, e.g., at the
helix where there were observed thicknesses in the range of
2—3 mm in 3D meshes, for which the HRTF could well be
calculated with Mesh2HRTF. However, even thinner struc-
tures might occur due to creases of cloth that can cause
numerical issues. Such cases should be resolved prior to
the HRTF calculation, for instance by manually deleting
the creases and filling the resulting holes, or by applying
the mesh grading described below.

The errors induced by violations of these requirements
depend on the position of the problematic faces as well as
on the severity and number of violations. The closer the
faces violating the requirements are located to the ear for
which the HRTF is calculated, the more they will affect the
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Fig. 2. Illustration of meshgrading. Top: Example of a graded mesh
showing a high-resolution left ear (left panel) and a low-resolution
right ear (right panel), used to calculate HRTFs of the left ear. Note
that the mesh for calculations of the right-ear HRTFs (not shown
here) has a high-resolution right ear and a low-resolution left
ear. Bottom: Left ear before (left) and after (right) mesh grading.
The original mesh is from the HUTUBS HRTF database [42, 43,
subject 22].

results. Unfortunately, meshes resulting from various scan-
ning methods often violate some of these requirements if
not post-processed properly. Specifically, scanned meshes
may consist of too small and irregular triangles with edge
lengths well below 2 mm, which slow down the numerical
calculation and increase the memory requirements signif-
icantly. Additionally, holes may be present in the mesh,
especially at the pinna regions, in which the geometry is
not easy to be captured because of its crevices and folds.
One established solution to meet the BEM specific require-
ments is to apply mesh-filling methods and to remesh the
scanned geometry targeting the required edge length.

To further reduce the computation time and required
memory, the requirement on the maximum edge lengths
can be relaxed by increasing the size of elements that are
far away from the ear for which the HRTF is simulated—a
process termed mesh grading. Two types of mesh grad-
ing algorithms are provided as part of Mesh2HRTF, a
distance-based grading [38] using the remeshing algorithm
from OpenFlipper [39] as a basis, and a hybrid grading
[40] based on the remeshing algorithm from the Polygon
Mesh Processing library [41]. The grading algorithms are
stored in “Meshes/GradingDistanceBased” andin
“Meshes/GradingHybrid,” respectively.

An example for a mesh processed with the hybrid grading
algorithm [40] is shown in Fig. 2. The grading reduced the
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faces in the mesh from approximately 190,000 to 32,000.
In comparison to using a high-resolution reference mesh,
the grading speeds up the HRTF calculation by about 60%
on average while keeping the average induced error below
6% (0.5 dB). Mesh grading is an example of violating the
above mentioned requirements on purpose, on elements far
from the ear for which the HRTF is calculated, for which the
effect of this violation is negligible [38, 40]. Additionally,
mesh grading often resolves problems with irregular faces.

A second specific requirement is the position and orien-
tation of the mesh within the right-handed Cartesian coor-
dinate system used by Mesh2HRTF (cf. Fig. 2). The head
must be placed on the interaural axis, i.e., the line con-
necting the centers of the ear canal entrances must coin-
cide with the y axis. Further, the head must be viewing in
the positive x-direction. Consequently, the y-coordinate of
the left ear-canal entrance y; must be positive and the y
coordinate of the right ear-canal entrance y, must be ap-
proximately —y;. The interaural center, i.e. the midpoint
between the left and right ear canal entrances thus must co-
incide with the origin of coordinates. The positioning and
rotation of the mesh is supported by the functionality stored
in “Meshes/CenterHead.”

1.2 Evaluation Grids

The positions in space at which the HRTFs are cal-
culated are defined in evaluation grids, which con-
ceptually equal the source positions in acoustic HRTF
measurements. Mesh2HRTF defines evaluation grids in
the directory “EvaluationGrids/Data” by means
of text files containing the nodes and elements of
the grid. Whereas some predefined evaluation grids
are provided with the package, other grids can eas-
ily be read and written using the methods “Evalua-
tionGrids/read_evaluation_grid” and “Eval-
uationGrids/write_evaluation grid.” Aneasy
possibility to generate a large variety of evaluation grids is
to use pyfar!, which contains methods for generating spher-
ical equi-angular, Gauss, Lebedev, and Fliege grids among
others.

1.3 Materials

Materials are used to define acoustic boundary conditions
that enforce a specific acoustic property on one or more
elements of the mesh. Mesh2HRTTF stores the materials in
the directory “Materials/Data” and can handle three
types of boundary conditions:

Admittance: Sets the specific acoustic admittance é%,
in which p denotes the density of air in kg/m> and ¢
the speed of sound in meters per second. The normal-
ization by pc makes it possible to use a single bound-
ary definition for simulations with different speeds of
sound and densities of air. Admittance boundary con-
ditions can be used to define the frequency-dependent

'https://pyfar.org.
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General:
Title  pp-22, left
BEM method ML-FMM BEM
Source type Left ear v
Mesh2HRTF-path Mesh2HRTF/mesh...
Pictures
Post-processing:
Reference v
Compute HRIRs v
Constants:
Unit
¢ (m/s)

rho (kg/m”3)
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Evaluation Grids:
Name(s) Default
Materials:
Path(s) None
Frequency distribution:
Min. frequency 0.00
Max. frequency 22050.00
Frequencies Num steps

Value 129.00

Export Mesh2HRTF

Fig. 3. Example of settings of the Blender export add-on for preparing a Mesh2HRTF project for the left ear using a volume velocity
source. The settings for the right ear are identical except for the parameters Source type and Title.

sound-absorbing material properties, for example, to
account for the effect of clothes or hair.

Velocity: Enforces the Neumann boundary condition,
i.e., sets the particle velocity v in meters per second
in the direction of the normal vector to the surface on
an element. A velocity of v = 0 is the default setting
in Mesh2HRTF and specifies a rigid, i.e., sound hard
surface. Note that non-zero v values can be used to
define a volume velocity source.

Pressure: Enforces the Dirichlet boundary condition, i.e.,
sets the pressure p in Pa on an element of the boundary.
For example, a pressure of p = 0 can be specified
to model a sound-soft scattering element. Although
this condition is not relevant for HRTF simulations,
it can be useful in the evaluation of the performance
of Mesh2HRTF when compared against the analytical
solution of a sound-soft sphere.

For more detailed information on the definition of the
boundary conditions, see [35]. Additional boundary con-
ditions are defined by creating material files that can be
generated with the function “write material.”

1.4 Preparation in Blender

Before the HRTFs can be calculated, parameters of
the Mesh2HRTF project need to be defined. This can be
done in the open-source 3D computer-graphics software
Blender [28], which can import meshes in most common
file formats. Mesh2HRTF provides a Blender export add-
on, which is contained in “mesh2input . py.” With that
add-on, the parameters of the calculations can be set up and
the Blender scene can be exported as a Mesh2HRTF project,
ready for the numerical calculations of the HRTFs that are
done by NumCalc (the numerical kernel of Mesh2HRTF
performing the BEM calculations, cf. SEC. 2).

The available parameters are shown in Fig. 3. Although
all parameters are fully described in the online documenta-
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tion [27], the key parameters are the selection of the acoustic
source, the boundary conditions, the post-processing steps
(cf. SEC. 3), the names of the evaluation grids and material
files, as well as the definition of the frequencies at which
the HRTFs will be calculated.

The boundary conditions are defined by assigning
Blender materials to selected elements of the mesh. For
each assigned material, a material file (cf. SEC. 1.3) with
the same name must be available (with the exception of
the materials Skin, Left ear, and Right ear), and the folder
containing that file must be given in the export interface
shown in Fig. 3.

The acoustic source can be set up by selecting one of the
available types to calculate HRTFs: Point sources and vol-
ume velocity sources. HRTF calculations usually exploit the
concept of acoustic reciprocity to speed up calculations by
swapping the position of receivers and sources. This is done
by placing a point source or volume velocity source at the
(blocked) ear canal entrance (where the microphone would
be during the acoustic measurements) and receivers in the
surrounding space (where the sources would be in acous-
tic measurements). Volume velocity sources are defined by
creating and assigning the materials Left ear and/or Right
ear to one or more mesh elements at the corresponding ear
canal entrance [44]. This will assign a velocity boundary
condition on the marked elements. Point sources are de-
fined by placing a point light object in the Blender scene
close to but not on the surface of the blocked ear canal. The
authors recommend a distance in the range of 1—1.5 times
the average edge length of the element closest to the point
source. Note that placing the source directly on the face
surface may cause numerical issues originating from the
singularities of the Green’s functions in the calculations.

If a point source is too close to the mesh surface, there
was too much high-frequency energy experienced at the
contralateral ear. As a consequence, this causes a decrease
in interaural level difference (ILD) for lateral source po-
sitions. Although point sources can be useful to compare
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f—\ Mesh2HRTF Project Folder
N
3d Model.blend parameters.json
s N [ N\ [ a
B8 EvaluationGrids 8 NumcCalc @ Output2HRTF
® Grid_1 & source_1 HRIR_*.sofa
Elements.txt 8 be.out HRIR_* pdf
Nodes.txt ™ be1 HRTF_*.sofa
m Grid_2 pBoundary HRTF_*pdf
: - pEvalGrid report_isses.txt
m Grid_N vBoundary report_source_*.csv
- vEvalGrid ™ vtk
. : be.2 B8 Reference_pressure_db
@ ObjectMeshes M be.N frequency _step_1.vtk
B Reference NC.inp frequency_step_2.vtk
Elements.txt NC*.out .
Nodes.txt Memory.txt
i source 2 frequency_step_N.vtk
_ J _ J J

|

J/

Fig. 4. Example of a Mesh2HRTF project folder. Folders are given in normal font and files in italic. Data generated by the Blender
export add-on are indicated by black symbols and font. Data generated during the numerical calculations and post-processing is denoted
by gray symbols and font. The folder source_2 only exists, if option Both ears is selected in the field Source type (cf. Fig. 3).

results against analytical references or across different nu-
merical solvers, the authors recommend the volume veloc-
ity sources placed at the blocked ear channel as they do not
have such issues [44, 45].

One or more evaluation grids can be defined by enter-
ing their names in the Evaluation grids setting. Predefined
evaluation grids can be selected by their names, custom
evaluation grids must be provided by the full paths to the
corresponding files. Custom material files can be included
by providing the paths of the containing folder. The frequen-
cies for the calculations are defined by the minimum and
maximum frequency and either the number of frequency
steps or the spacing between successive frequencies. The
example shown in Fig. 3 will calculate HRTFs for 129 fre-
quencies between 0 and 22,050 Hz.?

Once the parameters are set up, a click on “Export
Mesh2HRTF” creates a Mesh2HRTF project folder con-
taining the data for the numerical calculation. An exam-
ple of such a project folder is shown in Fig. 4. The file
“3d Model.blend” is a copy of the Blender project
that is stored for convenience and “parameters.json”
contains all project settings for documentation and post-
processing of the results. The folders “ObjectMeshes”
and “EvaluationGrids” contain the mesh and receiver
positions stored as text files. The folder NumCalc contains
files for the numerical calculation (cf. SEC. 2).

2 NUMCALC: THE NUMERICAL CALCULATION

HRTFs calculations require the computation of the the
sound field on the surface of the head and at positions
around the head (called evaluation grid in Mesh2HRTF).

’In fact, calculations for f = 0 Hz are not performed, and the
corresponding data is added during the post-processing described
in SEC. 3. Thus, only 128 frequencies are calculated beginning
with 172.27 Hz.
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To that end the Helmoltz equation describing the linear
wave propagation in space in the frequency domain is
solved numerically using “NumCalc,” the BEM kernel of
Mesh2HRTF (see Appendix A and Kreuzer et al. [12, 35]
for details).

The BEM has the advantage that only the surface of the
head needs to be represented by a mesh—and not the entire
space containing the 3D mesh and evaluation grid, as would
be required by finite difference time domain (FDTD) ap-
proaches and the finite element method (FEM) [46, Parts I
and II]. Also, with the BEM, it is guaranteed that the acous-
tic field decays toward infinity, i.e., that the Sommerfeld
radiation condition is fulfilled (cf. [47, SEC. 3.1]). On the
other hand, the BEM formulation requires to numerically
integrate the singular Green’s function and its derivatives,
which may require special methods. Also, in the BEM, the
matrix representing the final system of equations is densely
populated; thus, a feasible computation is only possible us-
ing iterative solvers in combination with the fast multipole
method.

In the first step of the BEM calculation, the unknown
sound pressure on the head is calculated on the mid points
of each element in the mesh, defined as the arithmetic mean
of the vertex positions (see Fig. 5 for an example). The
pressure is assumed to be constant for each element in the
mesh (collocation with constant elements). The fact that
constant elements are used is one of the reasons that the
sizes of the elements need to reflect the maximum frequency
for which the HRTF is simulated.

To speed up the computation and to reduce memory con-
sumption, the multilevel fast multipole method (FMM)), [48,
49], can be selected upon project export (cf. Fig. 3). In a
nutshell, the FMM is based on a man-in-the-middle prin-
ciple. The elements of the mesh are grouped into different
clusters, and element-to-element interactions are partly re-
placed by element-to-cluster and cluster-to-cluster interac-
tions, that can be calculated independently. This way, the
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Fig. 5. Example of a left-ear mesh showing the color-coded
sound pressure in decibels at 7 kHz. The sound pressure was cal-
culated with NumCalc. The visualization was done with “ex-
port_vtk” and “ParaView” (https://www.paraview.org/). The
pressure was normalized to 0 dB.

pressureindBre 1

computational complexity can be reduced from O(N?) to
O(Nlog N) operations. For more details on applying FMM
to calculate HRTFs, see [48, 49, 12].

In the second step of the BEM calculation, the sound
pressure is propagated from the mesh to the evaluation
grid. Whereas the first step is computationally expensive
and time consuming, the second step is relatively cheap
and fast for most evaluation grids. This is the reason for
applying the reciprocal calculation (cf. SEC. 1.4). Even if
HRTFs are calculated for thousands of different directions,
i.e., source positions defined by the evaluation grid, the
computationally expensive first step has to be done only
twice per frequency—once for the left and once for the
right ear. The following sections briefly describe the output
generated by NumCalc and how NumCalc can be used
to calculate the sound pressure on the mesh and at the
evaluation grid.

2.1 Starting the Numerical Calculations

The numerical calculations are started by calling Num-
Calc from the command line. NumCalc requires the
“NC.inp” file that is written during the project export and
is contained in the folders “source_1” and “source_2”
(cf. Fig. 4). NumCalc must thus be executed with these
folders being the working directory. The NC. inp file de-
fines all parameters that are required for the BEM calcula-
tion. This includes the paths to the text files that define the
mesh and evaluation grids, the values of constants such as
the speed of sound and the density of the medium, the fre-
quencies for which the HRTFs are calculated, and the defi-
nition of the boundary conditions. For a detailed description
of the NC. inp file, the interested reader is referred to [35]
and the Mesh2HRTF documentation [27].

A simple call of NumCalc calculates the sound pressure
and particle velocity on the mesh and the evaluation grid
for all frequencies in a single thread. Depending on the
available resources (threads, memory, and CPU load), the
calculation can be sped up by manually running multiple
NumCalc instances in parallel. For example, “NumCalc
-istart 1 -iend 16" calculates frequencies 1—16
and each call of NumCalc with different parameters starts
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an additional, parallel thread. As the results of each fre-
quency step are stored in a separate folder, it is easy to
combine results from all threads once they are finished.
Note that on its start, NumCalc deletes existing results for
the range of frequency steps it is called to calculate (without
command line arguments it deletes all previous results).
Additionally, NumCalc can estimate the required mem-
ory per frequency step if using the FMM-BEM by calling
“NumCalc -estimate_ram.” The estimationis based
on the non-zero entries in the FMM matrices and is written
to the file “Memory . txt” that contains the frequency step
number, the frequency in Hertz, and the estimated memory
consumption in gigabytes (cf. Fig. 4). Note that the actual
memory consumption can vary around +5% around the es-
timation. The estimation can be used for an automatic par-
allelization of NumCalc based on the available resources,
significantly accelerating the calculations as described in
SEC. 4. For the example shown in Fig. 2, the estimated
memory consumption was large for the lowest frequencies
(8.6 GB below 1 kHz), intermediate for the highest frequen-
cies (approximately 6 GB for around 20 kHz), and small
for the mid-frequencies (2.2 GB for between 1 and 6 kHz).

2.2 Results

The results are stored in the folder “be . out ” (cf. Fig. 4).
It contains the sub-folders “be.1” to “be.N,” with N
being the number of frequencies for which the Helmholtz
equation was solved (128 in the example used here). In
these folders, the pressure and velocity on the mesh and at
the nodes of the evaluation grids are stored in the following
text files:

“pEvalgrid” contains the sound pressure at the nodes
of the evaluation grids.

“pBoundary” contains the sound pressure at the mid-
points of the mesh elements.

“vEvalgrid” contains the particle velocity in the x, y,
and z direction at the nodes of the evaluation grid.

“vBoundary” contains the particle velocity at the mid-
points of the mesh elements in the direction of the
normal vector.

In all cases, the first column in these files always contains
aunique number identifying the node of the evaluation grid
or the element of the mesh. The following columns contain
the real and imaginary parts of the complex valued results
in separate columns.

Furthermore, a detailed summary of the calculations is
written to the file(s) “NC* . out,” the names of which de-
pend on the command line options “istart” and “iend”
(cf. SEC. 2.1). The summary contains, e.g., the computation
time, warnings, and error messages.

3 OUTPUT2HRTF: POST-PROCESSING

The NumCalc results provide all information to derive
the sound pressure at the (blocked) left and right ear canal
entrances p, . If the direct method with an external sound
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source away from the head was chosen, p, . is directly de-
termined as the (mean) sound pressure at selected mesh ele-
ments at the left and right ears. If the reciprocal calculation
was chosen, pj, , is determined by using the sound pressure
at the nodes of the evaluation grid. In the following, the
authors describe the post-processing required to derive the
HRTFs from p ;. Based on this, the head-related impulse
responses (HRIRs), which are the time-domain equivalent
of the HRTFs, can be computed. The post-processing steps
are started by the function “output2hrtf.”

3.1 HRTF Referencing

Referencing is the first post-processing step required to
remove the frequency response of the source from the cal-
culated pressure values. It is performed only if the option
Reference was selected in the Blender export add-on (cf.
Fig. 3). The referencing is realized by a complex division
of pi. by the reference pressure pr¢ [1]

Pir [X‘v ) f]

HRTF,,[x,, f]1 =
' [X f] pref[xsv f]

) ey
where f denotes the frequency in Hz, x; = (x, y, z)" the
position of the sound source in m or the position of a node in
the evaluation grid in the case of reciprocal calculations. py¢
is the pressure at the center of the head (interaural center) at
xo = (0,0, 0)T caused by a virtual monopole sound source
at X;.

The definition of the virtual monopole for the calculation
of p.r depends on the type of the source set up. For the point
source, it is given by

eiklix,—xoll

Pref, poim[st f] =Pp 2

Yl x, — ol
where pp = 0.1Pa is the source amplitude, k =
2nflc the wave number in rad/m, and ||x; —Xpl|| =
\/ (x;, — X0)T(Xy — Xg) equals the radius of the source in
spherical coordinates or the radius of a node in the evalua-
tion grid in case of reciprocal calculations.

The volume velocity source is defined by [50, Eq. (6.71)]

ekl —xol|

Pref, velo = —jpock Qs 3)

4r||x; — Xol|”
where Q; = v A is the source strength in m?/s, with the
velocity vo = 0.1 m/s, and A the area of the velocity source
in m?, i.e., the summed area of the elements assigned to the
materials Left ear and Right ear, respectively (cf. SEC. 1.4).
Note that py and vy are hard-coded in the Blender export
add-on because they are not supposed to be modified by the
user.

After the referencing, the source’s frequency response
is removed and the HRTF only reflects the influence of
the head on the incoming (or outgoing) sound field. This
also means that the HRTF magnitude response approaches 1
(i.e.,0dB) for f— 0 because the influence of head decreases
when the wave length becomes large in comparison to the
size of the head. Fig. 6 a and 6 b shows an example of the
HRTF magnitude spectrum before and after the referencing.
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Fig. 6. Illustration of the post-processed HRTF (left panel) and
HRIR (right panel) for a left ear HRTF and a source on the hori-
zontal plane with an azimuth angle of 90 degrees. (a) Raw pressure
resulting from NumCalc (black) and reference pressure accord-
ing to Eq. (3) (gray). (b) Magnitude spectrum of a referenced
HRTF. (c) Magnitude spectrum and time signal after the inverse
Fourier transform. (d) Magnitude spectrum and time signal after
cyclic shift (see text for more information).

3.2 HRIR Computation

HRIRs are computed if the option Compute HRIRs was
selected (cf. Fig. 3) and requires referenced HRTFs calcu-
lated at equidistant frequencies f = {fo, 2fo, ..., Nfo} with
fo > 0Hzand N > 0 € N. To prepare the HRTFs for this
step, data for f = 0 Hz are artificially defined because the
BEM does not perform calculations at 0 Hz. The authors
use a value of 1 (i.e., 0 dB) at 0 Hz because the head does
not have any acoustic effect on the transfer function at this
frequency.

Additionally, it is assumed that the sampling rate f; is
given by 2Nfy and thus f,/2 = Nfy (Nyquist frequency)?.
Because of this assumption, the HRTF must be real-valued
at f = Nfp—otherwise the inverse Fourier transform would
yield a complex time signal. This constraint is realized by
using the absolute pressure at f = Nfy. After these steps,
the HRIRs are computed by applying the discrete inverse
Fourier Transform to the HRTFs. Fig. 6(c) shows an exam-
ple of such an HRIR.

After the inverse Fourier transform, the HRIR can be
acausal as parts of the energy support appear at end of the
impulse responses in cases where a node of the evaluation
grid is closer to the ear than to the origin of coordinates.
This acausality stems from the pressure division in Eq. (1),
which causes the virtual impulse from the source to pass

3Alternatively, fi/2 = Nfy + fo/2 could be assumed; however,
fi/2 = Nfy makes it possible to compute HRIRs with lengths (in
samples) equal to powers of two, which is often advantageous in
digital signal processing.
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the coordinate origin at + = 0 if the head were absent.
To enforce causality, the HRIRs are cyclically shifted by
0.3 f,/c samples (rounded to the next integer) resulting in
the final HRIRs. Fig. 6(d) shows an examples of a final
HRTF and HRIR.

3.3 Save and Merge Data

The final data are saved as SOFA files [24, 25] in the
folder “Output2HRTF” (cf. Fig. 4). SOFA is a standard-
ized file format which can be read by a large number of
spatial audio applications (cf. SEC. 3.4). The results are
stored in the conventions SimpleFreeFieldHRTF and Sim-
pleFreeFieldHRIR if data for both ears was calculated, and
in the conventions GeneralTF and GeneralFIR if data for
one ear was calculated. Note that multiple SOFA files will
be created if the calculations were set up for more than a
single evaluation grid. If using a volume velocity source, as
in the example presented in this article, the results for the
left and right ears are located in two separate Mesh2HRTF
project folders and need to be merged. This can be done
with the function “merge_sofa_files.”

3.4 Inspecting the Results

An inspection of the results is important to make sure
that the HRTF calculations and post-processing were free
of errors. A good first indicator are the report files in
the “Output2HRTF” folder which are available auto-
matically after the post-processing when using the Python
version of “output2hrtf.” For each calculated source,
the file “report_source*.csv"” contains a tabulated
summary condensed from the “NC* . out” files including
the computation time per frequency step. Known issues
are listed in the file “report_issues. txt.” The MAT-
LAB version of “output2hrtf” saves the computation
times as “computationTime.mat” and provides warn-
ing about detected issues directly in the console output of
MATLAB.

There is a high chance that the calculation and processing
went well, if “report_issues.txt” does not exist and
no warnings were raised. In most cases, issues are related
to a problematic mesh, e.g., a mesh with duplicate vertices
or faces, intersections, or too large or irregular faces. A list
with frequent issues and workarounds is provided in the
Mesh2HRTF documentation [27].

Some issues can be revealed only by more deeply in-
specting the results. One example for such an issue is a point
source located too close to a mesh. For the inspection, the
function “inspect_sofa_files” plots selected HRIRs
and HRTFs as well as all HRIRs and HRTFs on the horizon-
tal, median, and frontal planes. Figs. 7 and 8 show examples
of such plots for HRTFs calculated for the mesh and pa-
rameters shown in Figs. 2 and 3, respectively. HRTFs were
calculated at a distance of 1.5 m from the origin of coor-
dinates, where source proximity effects are negligible [51].
Note the HRTFs convergence toward 0 dB with decreas-
ing frequency reflecting the decreasing acoustic effect of
the head with decreasing frequency. Further, note the ILDs
approaching 20 dB at high frequencies for the most-lateral
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Fig. 7. Example of an HRIR (top) and HRTF magnitude-spectrum
(bottom) for a source on the horizontal plane with an azimuth
angle of 270° (at the right ear side. The azimuth angle denotes the
counter clock-wise angle in the x/y-plane). HRTFs were calculated
for sources at a distance of 1.5 m from the origin of coordinates.

source directions. Small ILDs might indicate numerical is-
sues in the BEM calculation caused by the point source
being too close to the mesh, see SEC. 1.4. Also, note the
first wave front of the HRIRs shown along the horizontal
plane, having the familiar sinusoidal pattern of acoustically
measured HRIRs. Finally, note the absence of extreme am-
plitudes in both the HRIRs or HRTFs, which is an indica-
tion for numerical stability obtained in the results from the
BEM.

A third possibility to inspect the results is listening to
signals spatialized with the calculated HRTFs. The web-
site of the “Handbook of audio technology™* lists applica-
tions supporting the spatialization with SOFA files, such
as the SPARTA Binauraliser Plugin.’> However, listening
requires an additional post-processing step to ensure a
natural sound color. For the most common case of head-
phone listening, a so-called headphone compensation filter
is required to remove unwanted coloration introduced by
the headphone itself. Unfortunately, this requires matching
headphone filters generated from measured or simulated
headphone transfer functions [52] that might not always
be available. However, the frequency response of head-
phones is often designed to approximate the diffuse field

“https://www.audio-technology.info/ (Chapter Binaural Tech-

nology).
Shttps://leomccormack.github.io/sparta-site/.
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ear for sound sources located on the horizontal plane. The az-
imuth angle denotes the counter clock-wise angle in the x/y-plane.
HRTFs were calculated for sources at a distance of 1.5 m from the
origin of coordinates.

transfer function (DFTF) [53], in this case defined as the
energetic average of the HRTFs across source positions and
ears (omitting the frequency dependency for brevity here
and below)

N-1 N-1

DFTF = Z IHRTF[? , w, + Z |HRTF|2, w,, (4)
n=0 n=0

where the index n denotes the source position, | - | the

absolute spectrum, and Y _,w, normalized area weights for
numerical integration. The average across the ears is taken
to maintain interaural differences.

The DFTF can be computed directly from the HRTFs and
its inverse is often a good and easily realizable alternative
to a headphone compensation filter. Applying the inverse
DTFT yields the directional transfer function (DTF)

HRTF
DFTF

that can be used for listening via headphones.

Fig. 9 shows the inverse DTFT for the head in Fig. 2
and an even simpler approximation by means of a para-
metric bell filter. The inverse DTFT was generated with
“compute_dtfs” that also returns the directional trans-
fer functions. Note that some applications including the
SPARTA Binauraliser directly offer the functionality to

DTF = &)
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Fig. 9. Example of an inverse DFTF (black, solid) and its approx-
imation by a bell filter (gray, dotted). The bell filter was generated
with “pyfar.dsp.filter.bell” using a center frequency
of 5 kHz, a gain —10 dB, and a quality 0.75.

compute DTFs as part of the auralization chain. If the
HRIRs are required at different sampling rates, “resam-
ple_sofa_file” can be used for the conversion.

4 SCRIPTING AND TESTING

The entire Mesh2HRTF pipeline shown in Fig. 1 is
fully scriptable. This opens the possibility for batch
processing of large numbers of Mesh2HRTF projects,
which can, for example, be relevant for research in
the field of HRTF individualization. The functions
“process multiple_outputs2hrtf” and “re-
move_outputs” canbe used to apply the post-processing
to an arbitrary number of project folders and remove inter-
mediate results to free disk space.

The function “manage _numcalc” can be used to au-
tomatically parallelize HRTF calculations. It can manage
multiple project folders and starts a new NumCalc instance
for the calculation of the next frequency, whenever suf-
ficient resources are available. To this end, the available
memory, number of threads, and CPU load are monitored
using the psutil package [54]. The default settings use all
available RAM and threads and start new instances if less
than 90% of the CPU are used. However, all parameters can
be controlled by the user to offer more flexibility. For exam-
ple, a single threaded HRTF calculation for 128 frequencies
and the left-ear mesh shown in Fig. 2 done on an Intel i7
processor (eight cores/threads, 4 GHz) with 32 GB RAM
required over 7 hours. A manual leverage of the resources
between three parallel threads (a conservative estimate to
avoid overloading the RAM) reduced the calculation time
to approximately 3 hours. By using “manage_numcalc,”
the calculation could be further reduced less than 2 hours.

Mesh2HRTF 1.x also introduces automatic testing of
large parts of the workflow using the pytest framework®
to increases the reliability of the code. This currently in-
cludes tests of the Blender export add-on, NumCalc compi-

Shttps://pytest.org/.
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lation and calculations, and the entire Python functionality
of Mesh2HRTF. NumCalc is tested by calculating transfer
functions of a point source, volume velocity source, and
plane wave scattered by a rigid and sound soft sphere, and
comparing the results against the corresponding analytical
solutions.

5 CONCLUSION

The initial development of Mesh2HRTF started in 2013
and resulted in a release of the version 0.4 in 2015 [26]. It
formed a solid basis for many HRTF calculations worldwide
with more than 30 citations. In 2019, backward incompati-
ble changes in the Python API of Blender v2.80 required a
backward incompatible update of the Mesh2HRTF param-
eter setup to support future versions of Blender. This was
taken as a chance to refactor the Mesh2HRTF workflow
and introduce new features. The corresponding contribu-
tions from the Technical University of Berlin, the OAW,
and others triggered an important further development of
Mesh2HRTF.

In this process, the export interface and the underly-
ing code were completely refactored improving the clar-
ity, usability, and modularity, converging in the code basis
for Mesh2HRTF versions 1.x. It provides an easy access
to custom and frequency-dependent boundary conditions,
the definition of the source type, and custom evaluation
grids. NumCalc, the numerical core of Mesh2HRTF, was
extended by command-line options to ease parallel calcu-
lations and accelerate the numerical calculations. Python
functions were added rendering the entire Mesh2HRTF
pipeline completely scriptable in a single programming
language, offering an improved modularity and consistent
version control. Additionally, automatic tests of the project
folder created by the Blender export add-on, NumCalc cal-
culations, and the post-processing are available, increasing
the quality and reliability of the code. The improved online
documentation makes Mesh2HRTF 1.x more easily acces-
sible to new users.

Mesh2HRTF 1.x code and releases are available at
https://github.com/Any2HRTF/Mesh2HRTF under the Eu-
ropean Public License 1.2 (EUPL 1.2) permitting unre-
stricted use for everyone. More information as well as on-
line tutorials can be found at https://mesh2hrtf.org.

The authors thank Harald Ziegelwanger for the original
development of all Mesh2HRTF versions 0.x within the
FWEF-funded project LocaPhoto. The work on Mesh2HRTF
1.x was partially supported by the European Union within
the project SONICOM (grant number: 101017743, RIA
action of Horizon 2020). The authors thank Jens Ahrens
and Sebastian T. Prepelita for their insightful comments on
earlier versions of this work.
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A.1. NUMCALC

NumCalc is the C++ BEM kernel of Mesh2HRTEF, which
numerically solves the homogenous Helmholtz equation
(excitation source is a vibrating element) as well as the
non-homogenous Helmholtz equation (source is a point
source away from the surface). NumCalc is based on a
direct formulation of the boundary integral equation [47,
Chapter 3.4.2], which is discretized using collocation with
constant elements. It is known that the boundary integral
equation formulation for the Helmholtz equation yields a
non-unique solution at certain critical frequencies (cf. [55]).
To deal with this problem, a formulation using the Burton-
Miller Method [55] is used in NumCalc. The singular and
hypersingular integrals involved with this discretization are
solved using formulations based to the methods proposed
by Duffy and Krishnasamy et al. [56, 57]. For the (weakly)
singular integrals each triangle is subdivided into six sub-
triangles and on each of the subtriangles the quadrature
is done using 13 Gauss nodes (order 4). For the regular
and quasi singular integrals a similar idea as in Lachat and
Watson [58] is used. An a-priori error estimator is used
to determine the necessary order of the Gauss quadrature,
in which the overall error tolerance is set to 1073, which
was found to be a good compromise between accuracy and
speed. To avoid having very high quadrature orders (the
order of the Gauss quadrature is limited to a range from
2 to 6), elements are subdivided into four sub-elements if
the distance between the element midpoint and collocation
node is smaller than 1.3 times the area of the element. The
factor 1.3 has been set heuristically and in practice it is
a good compromise between accuracy and speed of the
quadrature.

The resulting linear system Ax = b is solved using a
preconditioned conjugate gradient squared solver [59, 60],
in which the iteration is stopped if the residualr; = Ax; — b
after the i-th iteration step satisfies ”rH < 107°. Note that
to keep Mesh2HRTF simple to use, all the tolerances and
parameters with respect to them are hard-coded. However,
in future releases it is planned to include command line
parameters, so users can modify these tolerances.

A detailed description of NumCalc would be beyond the
scope of this paper. To that end, the authors refer to [35].
Also, a full journal publication concerned with NumCalc,
its implementation, and its achievable accuracy is planned
in the near future.
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